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Overview

• The increasing demand for high-quality and efficient manufacturing 
processes necessitates advanced defect detection techniques in 
industrial inspection systems. 

• However, current instance segmentation methods rely heavily on 
pixel-level labeled images, which are expensive and time-
consuming to acquire. This constraint restricts the scale of datasets, 
limiting the performance of these methods.
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Pipeline

• Our semi-supervised learning pipeline contains 3 steps. 
1. We first train the teacher model in a supervised manner, and the teacher 
model’s performance will further influence the student model’s performance. 
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Pipeline

• Our semi-supervised learning pipeline contains 3 steps. 
2. We use the teacher model to generate the pseudo label and filter most 
noise to get clearer labels. 
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Pipeline

• Our semi-supervised learning pipeline contains 3 steps. 
3. We train the student model with the ground truth and pseudo label, NTM 
and BPM are used to resist the noise in pseudo labels.
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Overview

• Noise-Tolerant Mask Head (NTM) uses a low-resolution branch to 
get a small size and low-resolution feature, which has less noise 
and cleaner message. After fusing the low-resolution feature to the 
original branch, the NTM can resist the noise of the pseudo labels

• Boundary-Preserving Map (BPM) is a Laplace operation of the 
sigmoid function output. In the BPM, the pixel, that does not lie on 
the boundaries but is close to boundaries, has the highest weight. 
The above pixel has clean messages and is quite useful for semi-
supervised learning
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Architecture Analysis

• The teacher model is quite important for pseudo-label generation.

• We explore different backbone, detector, and pre-train strategies in 
this section, the result is illustrated below:
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All Categories Results

• We finally test our model on the inference dataset, and the results 
are illustrated below:
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All Categories Results

• We finally test our model on the inference dataset, and the results 
are illustrated below:

• we can conclude that:

• the semi-supervise strategy has a significant influence on improving the 
instance segmentation performance.

• the scale influence is as important as the semi supervised strategy.
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Conclusion

• We addressed the challenge of data-efficient defect detection in an 
industrial inspection by employing semi-supervised instance 
segmentation.

• Our method leverages both limited labeled data and abundant 
unlabeled data to improve the performance of instance 
segmentation for defect detection.
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